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Abstract

In this paper, the fifth in a series, the high-order spectral finite-volume, or spectral volume (SV) method for unstructured grids is extended to three dimensions. Limitations of conventional structured and unstructured methods are first reviewed. The spectral finite-volume method for generalized conservation laws is then described. It is shown that if all grid cells are partitioned into structured sub-cells in a similar manner, the discretizations become universal, and are reduced to the same weighted sum of unknowns involving just a few simple adds and multiplies. Important aspects of the data structure and its effects on communication and the optimum use of cache memory are discussed. Previously defined one-parameter partitions of the SV in 2D are extended to multiple parameters and then used to construct 3D partitions. Numerical solutions of plane electromagnetic waves incident on perfectly conducting circular cylinders and spheres are presented and compared with the exact solution to demonstrate the capability of the method. Excellent agreement has been found. Computation timings show that the new method is more efficient than conventional structured and unstructured methods.
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1. Introduction

We continue the development of the spectral finite-volume, or spectral volume (SV) method for hyperbolic conservation laws on unstructured grids following the basic formulation [23], development for two-dimensional scalar conservation laws [24], one-dimensional systems and partition optimization [25], and two-dimensional systems [26]. The ultimate goal of this research is to pursue a numerical method for conservation laws which has all of the following properties: (a) conservative, (b) high-order accurate, (c) geometrically flexible, (d) computationally efficient, and (e) simply formulated. Such a method is sought after in many “real world” problems with complex geometries in computational aeroacoustics (CAA), large-eddy-simulation (LES) and direct numerical simulation (DNS) of turbulence, and computational electromagnetics (CEM), to name just a few. Preliminary demonstrations have indeed shown that the SV method has many advantages comparing with the current state-of-the-art numerical methods such as the high-order $k$-exact finite volume (FV) method [2,8,13], essentially non-oscillatory (ENO) and weighted ENO (WENO) methods [1,11,12,21,22], and the discontinuous Galerkin (DG) method [4–7]. For example, the SV method is more efficient than the $k$-exact and WENO method (with the same number of unknowns) because the reconstruction is universal for all cells. The SV method has higher resolution for discontinuities than the DG method because of the sub-element resolution in the SV method enables limiters to be designed for the sub-cells (or control volumes).

Ultimately, the SV method is a Godunov-type finite-volume method [9], which has been under development for several decades, and has become the-state-of-the-art for the numerical solution of hyperbolic conservation laws. For a more detailed review of the literature on the Godunov-type method, refer to [23], and the references therein. What distinguishes the SV method from the $k$-exact FV method is the data reconstruction. Instead of using a large stencil of neighboring cells to perform a high-order polynomial reconstruction, the stencil is constructed by partitioning each grid cell, called a spectral volume (SV), into a set of “structured” sub-cells, called control volumes (CVs). The unknowns are the cell averages over the CVs. One can show that if all the SV cells are partitioned into polygonal or polyhedral CV sub-cells in a geometrically similar manner, the reconstructions for all the SVs become universal, irrespective of their shapes, sizes, orientations, or locations. It follows that the discretization is reduced to a weighted sum of unknowns involving just a few simple adds and multiplies, and those weights are universal and can be pre-determined once and for all. Numerical tests with scalar and system conservation laws in both one dimension and two dimensions have verified that the SV method is indeed highly accurate, conservative, efficient, geometrically flexible, and simple [24].

In this paper, we further extend the SV method to three-dimensional systems for unstructured grids. In Section 2, we first summarize the limitations of conventional finite-difference and finite-volume methods, for both structured and unstructured grids. We then describe the basic formulation of the spectral finite-volume method in Section 3. The details of an efficient code to solve three-dimensional problems for any order of accuracy are then presented. Important aspects of the data structure and its effects on communication and the optimum use of the cache memory are discussed. The most critical part of the SV method is the partitioning of the SV into CVs. In Section 4, we present the partitioning of triangular SVs into polygonal CVs up to quartic reconstructions and tetrahedral SVs into polyhedral CVs up to cubic reconstructions with one or more free parameters. The Lebesgue constant of the reconstruction matrix is used as an indicator to measure the quality of the partition. Numerical examples for a wave propagation problem in two and three dimensions are tested and compared with the exact solution in Section 5. In addition, computation timings of the SV method are compared with those of conventional structured and unstructured FV methods. Finally, some concluding remarks and recommendations for future study are summarized in Section 6.
2. Limitations of conventional methods

2.1. Finite-difference methods

The most widely used method is the finite difference method employing a body-fitted curvilinear coordinate system. The limitations for high order of accuracy implementation are:

   a. The spatial differencing is essentially one-dimensional, carried out along coordinate directions. Thus a large number of data points near the unknown to be updated are ignored. The large stencil has to be modified near boundaries, where one-sided formulas are often necessary.

   b. The metric terms are evaluated by numerically differencing the grid point coordinates. Since the methods used in numerical grid generation are mostly only second-order accurate, the overall accuracy of the solution can be severely degraded if the grid is not sufficiently smooth. This is particularly true in highly stretched areas, or near corners or boundaries with very high curvature.

   c. The unknowns are values at grid points. While the differencing can be performed in a numerically “conservative” manner, the true integral conservation laws can only be satisfied to second-order accuracy.

   d. A single, structured grid is not feasible for complex geometries. Calculations must be carried out over a set of patched or overlapping grids. At interface boundaries between patches, or in the overlap regions, the high accuracy is generally degraded, unless one uses sophisticated interface algorithms.

2.2. Finite-volume methods for structured grids

Finite-volume methods are often employed to overcome limitations b and c above. The unknowns are cell averages over quadrilaterals (2D) or hexahedra (3D). A high-order reconstruction in terms of neighboring unknowns is used to obtain values at cell boundaries, which may be modified by appropriate limiters where necessary. These are used to calculate the flux, using (approximate) Riemann solvers. In practice, the method is subject to the same limitations as the finite difference method.

   a. The reconstruction is still done one-dimensionally along coordinate directions.

   b. The surface area vectors can be exactly calculated in terms of the cell vertices. But the flux integral is approximated by a one-point quadrature at the computational face center, which is equal to the face centroid only to second order. For a non-planar face in 3D, a face centroid which lies on the face may not even exist.

   c. While the cell volume can be precisely calculated, in order to obtain values at cell boundaries, the unknowns are implicitly assigned to a computational cell center, which is equal to the cell centroid only to second order.

   d. If the grid is very unsmooth, and highly curved, even the formal second-order accuracy is reduced to first order.

2.3. Finite-volume methods for unstructured grids

The unknowns are normally cell averages over triangles (2D) or tetrahedra (3D), but can generally be over polygons (2D) or polyhedra (3D). A reconstruction of any desired order of accuracy is obtained in terms of unknowns at an appropriate number of neighboring cells in all directions. The flux integral for each face is evaluated using a quadrature approximation of the same order of accuracy as the reconstruction.
When applied to polyhedra, a non-planar face must first be subdivided into triangular facets. The flux at each quadrature point is obtained using the reconstructed solution for the two cells sharing that face. In principle, one can in this manner obtain a numerical solution of any desired order of accuracy. In practice, this method has severe computational limitations.

a. When carrying out the reconstruction, it is often difficult to obtain a non-singular stencil. In general, one is faced with an overdetermined problem, which requires a least-squares inversion. For high orders of accuracy, the number of cells, and thus the size of the matrix to be inverted, becomes prohibitively large in three dimensions.

b. Each cell requires a different reconstruction stencil. If the inversion coefficients are stored, the memory requirements become prohibitive for 3D. On the other hand, repeating the inversion for every cell at each time step would require impractically large CPU times.

c. Due to the unstructured nature of the data in physical space, the data from neighboring cells involved in the computation can be far apart in memory. This would hamper the efficiency of the code due to data gathering and scattering.

3. The spectral finite-volume method

3.1. General description

The main motivation behind the spectral finite-volume method is to find a simple way to obtain a single non-singular stencil that can be applied to all the cells in an unstructured grid. We start with a relatively coarse unstructured grid of cells, triangles in 2D and tetrahedra in 3D, called spectral volumes (SVs). Each SV is then partitioned into a number of “structured” sub-cells, called control volumes (CVs), that support a polynomial expansion of a desired degree of precision. The unknowns are now the cell averages over the CVs. The partition has a high degree of structure, making use of all the symmetries of the simplex geometry. The CVs can be polygons or polyhedra. For 3D, they can have non-planar faces, which must be subdivided into planar facets in order to perform the required integrations. All the SVs are partitioned in a geometrically similar manner. We thus obtain a single, universal reconstruction for all SVs. Due to the symmetry of the partition, only a few distinct coefficients appear in the expansion in terms of the CV unknowns.

A CV face that lies on an SV boundary will have a discontinuity on its two sides. A Riemann solver is then necessary to compute the flux on that face. If the flux is a linear function of the unknowns, the flux integration can be performed analytically without invoking quadratures [13], and the result expressed as a weighted sum of all the CV unknowns in the two SVs. The weights for each type of CV face are universal numbers that are pre-calculated once and read in as input to the program. If the flux is a non-linear function of the unknowns, a quadrature approximation of the appropriate degree of precision is required [15]. The conservative variable on one side of a quadrature point can again be expressed as a weighted sum of the CV unknowns in the SV on that side. Since the quadrature points belong to just a few symmetry groups, the total number of distinct weights that need to be stored is relatively small. In order to suppress spurious numerical oscillations, it may be necessary to modify the reconstructed solution using appropriate limiters [20] or filters.

The reconstruction within each spectral volume is continuous. Therefore, a linear flux over a CV face that lies in the interior of a SV can be evaluated directly, and the weights for each type of facet can be stored. For a non-linear flux, a similar procedure can be carried out for each quadrature point. Again a modification involving limiters or filters may be required in certain regions.
3.2. Details of the spectral finite-volume method

We present further details of the formulation for a generalized conservation law. We employ a vector notation for brevity. The most general form of a conservation law can be written as

$$\frac{\partial u}{\partial t} + \nabla \ast \mathbf{F} = 0,$$

(1)

where the conservative variable $u$ can be a scalar or a vector, and the generalized flux $\mathbf{F}$ can be a scalar, vector, or tensor. The term $\nabla \ast \mathbf{F}$ represents the divergence, curl, or gradient of $\mathbf{F}$, depending on the physical definition of $u$. Integrating (1) over each CV, we obtain

$$\frac{d}{dt} \int_{V_{j,i}} u \, dV + \sum_{k=1}^{K} \int_{S_{k,j,i}} \mathbf{dS} \ast \mathbf{F} = 0,$$

(2)

where $V_{j,i}$ is the volume of the $j$th CV in the $i$th SV, and $S_{k,j,i}$ is the area of planar facet $k$ bounding $V_{j,i}$. (In 2D, each facet is actually a line segment.) The unknowns are the volume averages of $u$, defined as

$$\bar{u}_{j,i} = \frac{1}{V_{j,i}} \int_{V_{j,i}} u \, dV.$$  

(3)

The partitioning of each SV into CVs depends on the choice of basis functions for the reconstruction. For a complete polynomial basis, a reconstruction of degree of precision $n$ requires a partition into (at least) $N$ CVs, where

$$N = \begin{cases} 
(n + 1) & \quad 1D, \\
(n + 1)(n + 2)/2 & \quad 2D, \\
(n + 1)(n + 2)(n + 3)/6 & \quad 3D.
\end{cases}$$

(4)

Note that the order of accuracy of the SV method is one order higher than the reconstruction degree of precision. In the present work, we partition the SV into $N$ CVs, so that the reconstruction involves only the inversion of a square matrix. The partitions may involve several parameters. The optimum choice of parameters for each degree of precision can be determined by minimizing the Lebesgue constant [3] of the reconstruction matrix or similar convergence criteria. This requires further research and shall be reported in a future publication. In this paper, we just use the Lebesgue constant as an indicator to measure the quality of the partition.

In order to reconstruct $u$ within each SV, we introduce a set of complete polynomials of $n$th degree of precision $\phi_j(\mathbf{r})$ and expand $u_i(\mathbf{r})$ in the $i$th SV as

$$u_i(\mathbf{r}) = \sum_{l=1}^{N} c_{l,i} \phi_j(\mathbf{r}).$$

(5)

Eq. (3) can then be written as

$$\bar{u}_{j,i} = \sum_{l=1}^{N} R_{j,l,i} c_{l,i},$$

(6)

where

$$R_{j,l,i} = \frac{1}{V_{j,i}} \int_{V_{j,i}} \phi_j(\mathbf{r}) \, dV.$$  

(7)

The exact integrations of polynomials over arbitrary polygons or polyhedra in terms of the coordinates of vertices can be found in [15]. The elimination of the coefficients $c_{l,i}$ in Eqs. (5) and (6) can be shown
succinctly using matrix algebra. Let \( c_i \), \( \bar{u}_i \), and \( \phi(r) \) be algebraic vectors with components \( c_{i,k} \), \( \bar{u}_{j,i} \), and \( \phi_j(r) \), respectively, and let \( R_i \) be the matrix with elements \( R_{j,l,i} \). Eqs. (5) and (6) can then be written as

\[
 u_i(r) = \phi^T(r)c_i
\]  

(8)

and

\[
 \bar{u}_i = R_ic_i.
\]  

(9)

Eliminating \( c_i \), we obtain the cardinal form

\[
 u_i(r) = L_i(r)\bar{u}_i,
\]  

(10)

where

\[
 L_i(r) = \phi^T(r)R_i^{-1}.
\]  

(11)

Although the matrix \( R \) can be ill-conditioned, we use Mathematica [27] to obtain its inverse analytically. The functions \( L_{j,i}(r) \), which are the components of the algebraic row vector \( L_i(r) \), are known as shape functions or cardinal basis functions. In expanded form, Eq. (10) can be written as

\[
 u_i(r) = \sum_{j=1}^{N} L_{j,i}(r)\bar{u}_{j,i}.
\]  

(12)

For a facet \( k \) on an interior CV face, if \( F \) is a linear function of \( u \), the flux integral in (2) can be evaluated by simply integrating \( u \) over that facet. Substituting expression (12), we can write the result as a weighted sum of the CV unknowns

\[
 \int_{S_{k,i}} u \ dS = S_{k,i} \sum_{j=1}^{N} m_{k,j} \bar{u}_{j,i}.
\]  

(13)

Here

\[
 m_{k,j} = \frac{1}{S_{k,i}} \int_{S_{k,i}} L_{j,i}(r) \ dS,
\]  

(14)

the surface integrals of the shape functions per unit area, are universal, irrespective of the SVs. There are only a few of these coefficients for each partition, which can be calculated exactly and stored in advance. For non-linear flux functions, the flux integral is evaluated by an \( n \)th degree of precision quadrature approximation of the form

\[
 \int_{S_{k,i}} \ dS \ast F = S_{k,i} \sum_{q} w_q n \ast F(u_i(r_q)),
\]  

(15)

where the \( w_q \) are known quadrature weights. Using (12), we can evaluate \( u_i(r_q) \) as a weighted sum of the CV unknowns

\[
 u_i(r_q) = \sum_{j} l_{q,j} \bar{u}_{j,i}.
\]  

(16)

These weights

\[
 l_{q,j} = L_{j,i}(r_q)
\]  

(17)

are the functional values of the shape functions at the quadrature point, which are also universal, irrespective of the SVs. There are also only a few of these coefficients, which can be calculated exactly and stored in advance.
For a CV face on an SV boundary, since \( u \) may be discontinuous, the flux is replaced by a Riemann flux of the form [13,16–18]

\[
n \star F(u(r)) = F_{\text{Riem}}(u_L(r), u_R(r), n).
\]

For linear flux functions, using Eq. (13), the surface integral of Eq. (18) can be expressed as a weighted sum of the \( u \) in both SVs sharing the face. For non-linear flux functions, \( n \star F \) in Eq. (15) is replaced by Eq. (18) with \( u_L \) and \( u_R \) evaluated at quadrature points using Eq. (16).

### 3.3. Data structure

There are several aspects of the data structure which can lead to a very efficient parallelizable code. The global grid data consists of face numberings, vertex numberings and locations, and cell numberings. The topology is specified by listing for each face its vertex numbers, in an order indicating its orientation, and the two adjacent cell numbers. In order to make use of the universal nature of the partitioning, all global cells are mapped into a single standard SV. Each global face can have three possible orientations in the standard SV for 2D, and 12 for 3D. For each SV partition, the local CV connectivities are predetermined. This information and the corresponding weights \( m_{k,j} \) or \( l_{q,j} \) are read in as input to the program. We thus can write a single code valid for 2D or 3D, and any desired order of accuracy.

There is an aspect inherent in the spectral finite-volume method that permits an optimum use of cache memory, resulting in great computational efficiency on modern computers. Since all unknowns in a single SV cell are packed together, when performing calculations for a given cell, all the data required from the cell is found contiguous in memory. Since data from at most two SVs is involved in any single computation, data communication between the CPU and memory is minimized. Furthermore, the weights never change, and always stay in \( L1 \) cache during the flux computations. All other needed data may also fit into \( L1 \) cache. This results in great reductions in memory access.

### 4. Partitions of the spectral volume

The most critical part of the SV method is the partitioning of the SV into CVs. Based on the approximation theory, it can be established that the Lebesgue constant [3]

\[
L = \max_{r \in SV} \sum_j |L_{j,i}(r)|
\]

(19)
can be used to decide the quality of the partitions based on the uniform norm. It was shown in [24] that a smaller Lebesgue constant may give a better interpolation polynomial. Therefore, the problem becomes finding the partition with the smallest Lebesgue constant. Partitions for the 2D case with one parameter up to degree of precision 3 were presented in [24]. For the quadratic partition, a practical minimum value for the Lebesgue constant does not exist. We therefore consider more general cases of multiple-parameter partitions. We require that all the CVs are symmetric with respect to all symmetries of the triangle or tetrahedron. The partitions must also result in a non-singular matrix \( R \) as defined by Eq. (7).

### 4.1. Partitionings of a triangular SV

Since the partitioning of tetrahedra makes use of the partitioning of the triangular faces, we first discuss the partitioning of a triangular SV. For the linear partition there is no free parameter involved. In [24], we presented two possible partitions. Here we use the one, shown in Fig. 1A, with the smaller Lebesgue constant. Due to symmetry, one only needs to precompute and store weights for one boundary face and one
interior face, a total of six coefficients. Shown in Fig. 1A, points \( a \) and \( b \) are the centroids for faces \( a \) and \( b \), respectively. Since \( u \) is linear, weight coefficients in Eqs. (6) and (8) have the same numerical values. We can also show that

\[
\begin{align*}
  u_a &= \frac{1}{S_a} \int_{S_a} u \, dS = \frac{20}{15} \bar{u}_1 + \frac{2}{15} \bar{u}_2 - \frac{7}{15} \bar{u}_3 \quad (20a) \\
  u_b &= \frac{1}{S_b} \int_{S_b} u \, dS = \frac{8}{15} \bar{u}_1 + \frac{8}{15} \bar{u}_2 - \frac{1}{15} \bar{u}_3. \quad (20b)
\end{align*}
\]

Here \( \bar{u}_i \) denotes the volume average for the CV whose vertices include the SV vertex \( i \). The weight coefficients for other faces or quadrature points are simply the permutations of the constants in the above equations.

For the quadratic partition, we now consider a two-parameter partitioning. As shown in Fig. 1B, the parameter \( \alpha \) is defined as the fraction of the distance of vertex I from vertices 1 to 2, while the parameter \( \beta \) is the fraction of the distance of vertex II from vertex 1 to point 4, the mid-point of edge 2–3. The special case \( \beta = 2/3 \) gives the one-parameter partition of [24], while for \( \beta = \alpha \) the corner CVs reduces to triangles. The special case \( \alpha = 1/4 \) for this latter case gives a Lebesgue constant of 3.6, compared to the value of 8 for the same \( \alpha \) in the one-parameter partition. We will use the values \( \alpha = \beta = 1/4 \) in our calculations. The number of weight coefficients \( m_{k,j} \) and \( l_{q,j} \) needed to be stored are 24 and 42, corresponding to two boundary and two interior faces, and seven quadrature points, respectively.

For the cubic partition, shown in Fig. 1C, a third parameter \( \gamma \) is defined as the fraction of the distance of vertex III from vertices 4 to 1. The special case \( \beta = 2\alpha \) and \( \gamma = \alpha \) gives the one-parameter partition used in [24], while for \( \gamma = \beta \) the central CV reduces to a triangle. For the one-parameter partition, it was found in [24] that the Lebesgue constant is near the minimum when \( \alpha = 1/15 \). Varying \( \beta \) and \( \gamma \) from their one-parameter values reduces the Lebesgue constant only by a few percent. In our calculations, we will therefore use the one-parameter partition. The number of weight coefficients \( m_{k,j} \) and \( l_{q,j} \) needed to be stored are 50 and 100, corresponding to 2 boundary and 3 interior faces, and 10 quadrature points, respectively.

4.2. Partitionings of a tetrahedral SV

For partitions with degrees of precision up to three, all the CVs have at least one face on the SV boundary. There are no CVs in the interior of the SV. If no additional interior parameters are introduced, all the CVs then consist of the vertices of the 2D CVs for each face of the SV connected to the SV centroid with straight edges. From Eq. (4) it follows that a linear partition consists of four CVs. Since a tetrahedron has four vertices and four faces, two types of partitions are possible, one type associated with the vertices and the other associated with the faces. These are shown in Figs. 2A and B. There is no free parameter involved in these partitions. The vertex-based CVs in partition 2A are hexahedra obtaining by connecting each face centroid to its three mid-edges with straight lines and connecting the SV centroid to the four face centroids.
with straight lines. The faces of the hexahedra are all planar quadrilaterals. There are total of 12 boundary CV faces and 6 interior CV faces. The face-based CVs in partition 2B are tetrahedral obtained by connecting the three vertices of each face to the SV centroid with straight lines. There are total of four boundary CV faces and six interior CV faces. The Lebesgue constants are 95/26 and 13/2 for these linear partitions 2A and 2B, respectively. While the vertex-based partition has a smaller Lebesgue constant, it requires three times as many Riemann solver calls on each SV boundary face as the face-based partition. For higher order accuracy, partitions involving a single CV on each SV face may offer advantages, since they would involve far fewer Riemann solver calls than the vertex-based partitions. This is a subject of future research. In the remainder of this paper, we shall not consider this type of partition. For the linear partition, due to symmetry, there are only two sets of weights coefficients needed to be stored. Each CV shown in Fig. 2A is numbered corresponding to the SV vertex $i$. Shown also in Fig. 2A, points $a$ and $b$ are the centroids for the boundary face $a$ and the interior face $b$, respectively. Since $u$ is linear, one thus obtains

$$u_a = \frac{1}{S_a} \int_{S_a} u \, dS = \frac{65}{52} \bar{u}_1 + \frac{5}{52} \bar{u}_2 + \frac{5}{52} \bar{u}_3 - \frac{23}{52} \bar{u}_4$$  \tag{21a}$$

and

$$u_b = \frac{1}{S_b} \int_{S_b} u \, dS = \frac{29}{52} \bar{u}_1 + \frac{29}{52} \bar{u}_2 - \frac{3}{52} \bar{u}_3 - \frac{3}{52} \bar{u}_4.$$  \tag{21b}$$

Weight coefficients $m_{k,j}$ for other CV faces or $l_{q,j}$ at other quadrature points are simply permutations of the coefficients appeared in Eqs. (21).

The quadratic partition comprises 10 CVs in two symmetry groups. One consists of the four vertex-based hexahedra at the corners of the SV, and the other group consists of the six mid-edge polyhedra. For the one-parameter partition, each vertex-based CV has three exterior and three interior quadrilateral faces, while each edge-based polyhedron has two exterior triangular faces and the two interior quadrilateral faces it shares with the vertex-based CVs. Note that the interior quadrilateral faces are no longer planar in general. A general one-parameter quadratic partition is shown in Fig. 3(a). As in the 2D case, a practical minimum value of the Lebesgue constant does not exist. The constant asymptotes to a value of 11. We again consider a multiple-parameter partition. In addition to the 2D parameters $\alpha$ and $\beta$, we need to introduce a third parameter $\delta$ to describe the locations of the interior CV vertices. It is defined as the fractional distance of the interior CV vertex from the SV vertex along the cell median (the line from a SV vertex to the center of the opposite SV face). In general, each edge-based CV is an octahedron, with two pentagonal faces on the SV boundaries and six interior quadrilateral faces. There are total of 10 CVs, 24 boundary faces, and 24 interior faces in each SV. A general three-parameter quadratic partition is shown in Fig. 3(b). The choice $\beta = \frac{2}{3}$ and $\delta = \frac{1}{4}$ reduces the three-parameter partition to the one-parameter partition. One can show that if
then all the interior quadrilateral faces become planar. The choice $\beta = \alpha$ further reduces the vertex-based CVs to tetrahedra with planar faces. In our numerical tests, based on the two-dimensional results, we use the values $\alpha = \beta = \delta = 1/4$. This partition is shown in Fig. 3(c). The Lebesgue constant is 5.2688, compared to the value of 16 for the same $a$ in the one-parameter partition.

From (4) it follows that a cubic partition consists of 20 CVs. It consists of 4 vertex-based CVs, 4 face-based CVs, and 12 edged-based CVs located symmetrically on each of the six edges. The four vertex-based CVs are the hexahedra determined as before by the three parameters defined by the quadratic partition. Each of the edge-based CVs is a hexahedron, four of whose vertices it share with the vertex-based CV. Two more vertices are on the SV faces that share the edge. Their location is determined by the 2D parameter $\gamma$, defined previously as their fractional distance from the SV edge midpoint along the SV face median. Another CV vertex is an interior vertex whose location is determined by the parameter $\epsilon$, defined as its fractional distance from the SV edge midpoint along the cell bimedian (the line joining the midpoints of opposite SV edges). The final CV vertex is the edge midpoint. The edged-based CV is then defined by connecting the eight vertices by straight lines. The four face-based CVs are decahedra, defined by connecting the vertex-based CVs interior vertex to the cell centroid. The 10 faces of the face-based CV are a hexagonal face on the SV boundary, 6 interior quadrilateral faces it shares with the edge-based CVs, and 3 interior quadrilateral faces it shares with the other face-based CVs. A general cubic partition is shown in Fig. 4(a). If one chooses

$$
\delta = \frac{3\alpha\beta}{4\alpha - \beta},
$$

(22)

then the interior quadrilateral faces shared by the edge-based and face-based CVs are planar. There are again special cases involving a single parameter that result in partitions with simpler geometries. The choice
\( \beta = \gamma = \delta = \alpha \) reduces the vertex-based CVs to tetrahedra, the edge-based CVs to hexahedra with planar quadrilateral faces, and the face-based CVs to septahedra with four triangular faces and three plane quadrilateral faces. This partition is shown in Fig. 4(b). The optimum choice of the five parameters in this cubic partition is a subject of further research. Our numerical tests presented in the next section are based on the linear and quadratic partitions.

5. Numerical results

5.1. Numerical solutions for the Maxwell equations

In order to demonstrate the high accuracy of the method, it was decided in this initial phase to choose problems for which there exist exact solutions. To this end we solve the Maxwell equations

\[
\frac{\partial \mathbf{D}}{\partial t} - \nabla \times \mathbf{H} = 0, \quad (24a)
\]
\[
\frac{\partial \mathbf{B}}{\partial t} + \nabla \times \mathbf{E} = 0. \quad (24b)
\]

The electric and magnetic flux density vectors \((\mathbf{D}, \mathbf{B})\) and the intensity vectors \((\mathbf{E}, \mathbf{H})\) are related through the constitutive relations

\[
\mathbf{D} = \varepsilon \mathbf{E}, \quad (25a)
\]
\[
\mathbf{B} = \mu \mathbf{H}, \quad (25b)
\]

where \(\varepsilon\) is the permittivity and \(\mu\) is the permeability of the material. Exact solutions exist for plane waves incident on simple bodies in two and three dimensions. Except for the data reconstruction, the algorithm and the boundary conditions used here are the same as those previously developed in [13]. In the old procedure, for every cell, one must first constructs a large stencil of neighboring cells, and then performs a least-squares reconstruction. The procedure is repeated at every time step, or one must save the weight coefficients for all faces. Since the weight coefficients are universal for the current method, the new procedure becomes extremely simple, without these repeated calculations or data communications.

In the absence of electric currents, the Maxwell equations are non-dissipative. But in many numerical schemes in which all the field components are co-located, some artificial dissipation is necessary to smooth undesirable numerical oscillations. In addition, special procedures are necessary at physical and computational boundaries. Riemann solvers have long been utilized in computational fluid dynamics calculations for capturing discontinuities. This technique was first applied to electromagnetic computations by Shankar et al. [18] and later modified by Liu [13,14], though their derivations were different. Since the Maxwell equations are linear, an exact characteristic formulation is possible. All numerical procedures for outer boundary, material interface, zonal interface, and interior SV face can be unified with a single characteristic formulation. The load balancing in a massive parallel computing environment is therefore easier to achieve. Here we consider the one-dimensional Maxwell equations in the direction \(\mathbf{n}\) (unit normal) along the coordinate \(\zeta\)

\[
\frac{\partial \mathbf{D}}{\partial t} - \mathbf{n} \times \frac{\partial \mathbf{H}}{\partial \zeta} = 0, \quad (26a)
\]
\[
\frac{\partial \mathbf{B}}{\partial t} + \mathbf{n} \times \frac{\partial \mathbf{E}}{\partial \zeta} = 0. \quad (26b)
\]

Taking the cross products \(\mathbf{n} \times (\mathbf{n} \times (26a))\) and \(\mathbf{n} \times (26b)\) and using the identity \(\mathbf{n} \times (\mathbf{n} \times (\mathbf{n} \times \mathbf{H})) = -\mathbf{n} \times \mathbf{H}\), one obtains two decoupled characteristic equations
\[
\frac{\partial w^+}{\partial t} + c \frac{\partial w^-}{\partial \zeta} = 0, \quad (27a)
\]
\[
\frac{\partial w^-}{\partial t} - c \frac{\partial w^-}{\partial \zeta} = 0, \quad (27b)
\]
in terms of Riemann invariants
\[
w^+ = n \times (H + \varepsilon c n \times E), \quad (28a)
\]
\[
w^- = n \times (H - \varepsilon c n \times E). \quad (28b)
\]
At an interface, let the superscript \( * \) denote the interface state, and the subscripts \( L \) and \( R \) the states on the two sides. Since the tangential components of both the electric and magnetic fields must be continuous at the interface, the Riemann invariants thus yield
\[
n \times (H^* + (\varepsilon c)_L n \times E^*) = n \times (H_L + (\varepsilon c)_L n \times E_L), \quad (29a)
\]
\[
n \times (H^* - (\varepsilon c)_R n \times E^*) = n \times (H_R - (\varepsilon c)_R n \times E_R). \quad (29b)
\]
One can simplify the above equations and obtain
\[
n \times H^* = \frac{1}{(\mu c)_R + (\mu c)_L} n \times \left[ (\mu c)_R H_R + (\mu c)_L H_L - n \times (E_R - E_L) \right], \quad (30a)
\]
\[
n \times E^* = \frac{1}{(\varepsilon c)_R + (\varepsilon c)_L} n \times \left[ (\varepsilon c)_R E_R + (\varepsilon c)_L E_L + n \times (H_R - H_L) \right]. \quad (30b)
\]
The first two terms on the right-hand side of the above equations form a non-dissipative centered scheme, while the last term adds numerical dissipation which changes the scheme to upwind. These equations can be used directly at material interfaces and numerical outer boundaries. In the interior on the boundary between two SVs, solutions are discontinuous, and therefore some sort of smoothing or artificial dissipation is required to stabilize the solutions. Eqs. (30) can also be used there to form a fully upwind scheme. However, since the discontinuity is normally small there, within the truncation error of the scheme, the amount of artificial dissipation given by Eqs. (30) is too excessive. In practice, only a fraction of that dissipation is sufficient. We therefore modify Eqs. (30) by adding a parameter \( \omega \) to adjust the strength of the dissipation, resulting in a unified formulation
\[
n \times H^* = \frac{1}{(\mu c)_R + (\mu c)_L} n \times \left[ (\mu c)_R \hat{H}_R + (\mu c)_L \hat{H}_L - \omega n \times (\hat{E}_R - \hat{E}_L) \right], \quad (31a)
\]
\[
n \times E^* = \frac{1}{(\varepsilon c)_R + (\varepsilon c)_L} n \times \left[ (\varepsilon c)_R \hat{E}_R + (\varepsilon c)_L \hat{E}_L + \omega n \times (\hat{H}_R - \hat{H}_L) \right]. \quad (31b)
\]
Note that the above Riemann solvers are linear with respect to the \( E \) and \( H \) fields, and thus the surface integrals for each planar CV facet can be expressed as
\[
\int n \times H^* \, dS = \frac{1}{(\mu c)_R + (\mu c)_L} n \times \left[ (\mu c)_R \hat{H}_R + (\mu c)_L \hat{H}_L - \omega n \times (\hat{E}_R - \hat{E}_L) \right], \quad (32a)
\]
\[
\int n \times E^* \, dS = \frac{1}{(\varepsilon c)_R + (\varepsilon c)_L} n \times \left[ (\varepsilon c)_R \hat{E}_R + (\varepsilon c)_L \hat{E}_L + \omega n \times (\hat{H}_R - \hat{H}_L) \right], \quad (32b)
\]
where \( \hat{E} \equiv \int E \, dS \) and \( \hat{H} \equiv \int H \, dS \). The surface integrals \( \hat{E} \) and \( \hat{H} \) are evaluated using the universal interpolations equations (13), in terms of the CV volume averaged unknowns \( \mathbf{D} \) and \( \mathbf{B} \). However, at a numerical outer boundary, the surface integration on the exterior side must be performed with the prescribed incident field. At a perfect conductor surface, the known boundary field \( n \times E = 0 \) is used, and thus the surface integral \( \int n \times H^* \, dS \) is obtained via interpolation using
Eq. (13). Inside each SV, the fields are continuous \((E_R = E_L\) and \(H_R = H_L\), and consequently no dissipation is added.

Eqs. (24) can be integrated with any stable time integration scheme, e.g., a Runge–Kutta scheme [19]. It was shown in [13] that a low-order leapfrog scheme can generate a more accurate solution than a high-order Runge–Kutta scheme for wave propagation problems, since there is a spatial and temporal error cancellation. The conventional leapfrog scheme is unconditionally unstable for solving the Maxwell equations with a spatial discretization that is dissipative. We therefore use the staggered leapfrog scheme. Omitting the SV subscript \(i\) and the CV subscript \(j\), it can be written as

\[
D_{n+1}^{x+1} = D_n^x + \frac{\Delta t}{V} \sum_k \frac{1}{(\mu c)_R + (\mu c)_L} \left[ (\mu c)_R H_{k,R}^{i+\frac{1}{2}} + (\mu c)_L H_{k,L}^{i+\frac{1}{2}} - \omega n \left( E_{k,R}^i - E_{k,L}^i \right) \right],
\]

\[
B_{n+1}^{x+1} = B_n^{x+1} + \frac{\Delta t}{V} \sum_k \frac{1}{(\varepsilon c)_R + (\varepsilon c)_L} \left[ (\varepsilon c)_R E_{k,R}^i + (\varepsilon c)_L E_{k,L}^i + \omega n \left( H_{k,R}^{i+\frac{1}{2}} - H_{k,L}^{i+\frac{1}{2}} \right) \right],
\]

where the superscript \(n\) denote the time level, and \(\Delta t\) is the time step. Note that in order to maintain the explicit nature of the scheme, old time level fields are used for the dissipation terms.

It follows from Eq. (24b) that \(\nabla \cdot B = 0\) if this condition is true initially. From Eq. (24a), a similar statement can be made about \(\nabla \cdot D\). Therefore, these two conditions are implicitly satisfied by the Maxwell equations (24a) and (24b). This is in contrast to incompressible flows, in which the velocity \(v\) must satisfy \(\nabla \cdot v = 0\) as a separate equation. In some numerical methods, such as the Yee scheme [28], the divergence conditions can be satisfied automatically without round-off errors. However, in FV methods [18,13], as well as the present scheme, these conditions are satisfied within truncation errors.

In the following we illustrate the stability of the present scheme applied to the simplified model equations

\[
\frac{E^{n+1} - E^n}{\Delta t} = \lambda_1 E^n + \lambda_2 H^{n+\frac{1}{2}},
\]

\[
\frac{H^{n+\frac{1}{2}} - H^{n-\frac{1}{2}}}{\Delta t} = \lambda_2 E^n + \lambda_1 H^{n-\frac{1}{2}}.
\]

Here \(\lambda_1\) (a pure negative real number, proportional to \(\omega\)) represents the eigenvalue from the discretization of the dissipation terms, and \(\lambda_2\) (a pure imaginary number) the eigenvalue from the discretization of the non-dissipative centered terms. Fig. 5 shows the stable region on the \(\lambda_1 \Delta t - \lambda_2 \Delta t\) complex plane. It is seen that the maximum \(\Delta t\) (or the Courant number) for the scheme to be stable is decreased as we add more and more dissipation (i.e., increasing \(\omega\)). In all our numerical tests, we used \(\omega = 1\) for the outer boundary and material interface, and a value in the range 0.2–0.3 for all other interior SV faces. Inside each SV, \(\omega\) is essentially equal to zero, since no dissipation is added.

In order to illustrate the high accuracy of the method and the effect of the value of \(\omega\), we first consider a plane wave incident on a perfectly conducting circular cylinder. Calculations were carried out over a grid, shown in Fig. 6, consisting of 2024 SV cells. The average size of the SV cell is about one-fifth of the cylinder radius. Outer boundaries are two radii away from the body surface, with no PML (perfectly matched layer). This gives approximately 30/\(ka\) SV cells per wavelength, or approximately 30\(\sqrt{p(p + 1)/ka}\) CV cells per wavelength. Here \(k\) is he wave number, \(a\) is the radius of the cylinder, and \(p = n + 1\) is the order of the accuracy of the method. The incident wave with \(ka = 5\) is propagating from left to right. The time step used is \(\Delta t = \frac{2\pi a}{3500}\). This corresponds to a Courant number \(\frac{2\pi a}{600\omega}\) based on the average size of the CV cell. Contour plots of \(H_z\) at \(t = 6n\) for a TE wave for the second-order SV method are shown in Fig. 7(a) for \(\omega = 1.0\) and Fig. 7(b) for \(\omega = 0.2\). Analogous plots for the third-order method with \(\Delta t = \frac{2\pi a}{600\omega}\) are shown in Figs. 7(c) and (d). We have also plotted the exact solution [10, p. 232] (red lines) on the same figures for easy comparisons. The plotting package we used only carries out linear interpolation within triangles, and thus is
unable to show features of high-order solutions within the SV cells. We therefore choose to plot every local representation, Eq. (10), within each SV by subdividing the SV into many triangular sub-cells. In our method, solutions across the SV boundaries are discontinuous. This is more pronounced when the grid resolution or the order of accuracy is low, as shown in Figs. 7(a) and (b) for both cases of the second-order method, in which the grid resolution is approximately 15 CV cells per wavelength. However, reducing the
value of $\omega$ from 1.0 to 0.2 gives a great improvement in accuracy. As the grid resolution or the order of accuracy increases, the difference between the solutions across the SV boundaries decreases. For the third-order method with approximately 21 CV cells per wavelength, as depicted in Figs. 7(c) and (d), the discontinuity is hardly visible from the plots. Here, both the numerical solutions are almost identical to the exact solution, and the effect of $\omega$ is not noticeable. By reducing the grid resolution below 10 CV cells per wavelength for the third-order method, the effect of $\omega$ starts to show up. Of equal importance is that the maximum allowable time step to achieve a stable solution is twice as large for $\omega = 0.2$ as for $\omega = 1.0$. Similar results were also obtained for a TM wave.

For the three-dimensional test case, we considered a plane wave incident on a perfectly conducting sphere. Calculations were carried out over two grids, shown in Figs. 8(a) and (b). Outer boundaries are two radii away from the body surface, also with no PML. Grid 1 consists of 62,657 tetrahedral SV cells, and grid 2 113,352 SV cells. This gives approximately $15/ka$ SV cells or $15/\sqrt{\pi(p+1)(p+2)/ka}$ CV cells per wavelength for grid 1 (at the outer boundaries), and twice the number of SV or CV cells per wavelength for grid 2. The calculations were carried out over the two grids with the second- and third-order accuracy, using $\Delta t = \frac{\pi a}{600c}$ for the former and $\Delta t = \frac{\pi a}{1500c}$ for the latter. The incident wave, propagating in the positive $z$
direction, has a $x$ component for the $E$ field and a $y$ component for the $H$ field, with $ka = 3$. The parameter $\omega$ is set to 0.2. Figs. 9(a)–(d) show the color contours of $E_x$ plotted on the sphere, plane of symmetry, and the outer boundaries. The exact solution [10, p. 292] is also plotted on the same figures with solid contour lines for easy comparisons. Excellent agreement was obtained, even at the outer boundaries, attesting to the accuracy of the numerical non-reflecting boundary procedure. Inspecting the contour lines, one can see the improvements by each grid refinement and order advancement. Note that the plotting package we used is unable to plot arbitrary unstructured polyhedral CV data. Due to storage limitations, we could not subdivide each SV into many tetrahedral sub-cells for plotting, as was done for the two-dimensional cases. We therefore first interpolated the numerical solution at the SV vertices from the CV averaged values. If there were multiple values, a simple average was then used. The exact solution was also calculated at the SV vertices. This accounts for the jagged nature of the contour lines in our plots.

5.2. Timing comparison

It is interesting to compare the computational cost of the SV method and some conventional methods. In Table 1, we present the CPU times per cell, per time step for the three-dimensional sphere problem using the second- and third-order SV method and the second- and third-order unstructured FV method of [13]. The numerical procedures for the two methods are identical, except that we save all the weight coefficients in Eq. (13) for the latter to study the effect of the repeated process in fetching this large data set from memory. We also include an upwind structured FV method with the Lax-Wendroff scheme. The control volumes for the second-order SV method are hexahedra. We therefore use a hexahedral grid for both the conventional structured and unstructured FV methods for the comparison. The table also includes the number of boundary faces and interior faces per cell. The number of boundary faces determines the number of Riemann solvers. For the unstructured FV method, triangular facets were counted instead of the non-planar faces. The CPU times were measured on a 600 MHz MIPS R14000 SGI Octane2 workstation. It is shown that the SV method is 5.5 times as fast as a conventional unstructured method for the second order, and 8.8 times for the third order. This reduction in CPU times is primarily due to fewer Riemann flux calculations at boundary faces and a large savings in memory access time. The table also shows that the second-order SV method is 4.3 times as fast as a conventional structured method. Note that the number of boundary faces per cell decreases as the order of accuracy of the SV method increases. The CPU time for the third-order SV method is just slightly higher than that for the second order. For the 2D case, the CPU time actually decreases slightly as the order of accuracy increases.
6. Concluding remarks

In this paper, we have extended the high-order spectral finite-volume method for unstructured grids to three dimensions. We first showed how the SV method overcomes some of the limitations of conventional structured and unstructured methods. By partitioning all grid cells into sub-cells in a similar manner, the reconstruction becomes universal as a weighted sum of unknowns involving just a few operations. In addition, the resulting data structure allows much more efficient use of cache memory. New multiple parameter partitions of the SV in 2D were derived, and utilized in constructing 3D partitions. Numerical solutions of a
wave propagation problem in two and three dimensions showed excellent agreement with the exact solutions. Improvements were seen with each grid refinement and increasing order of accuracy. Finally, we presented computational timings to show quantitatively the greater computational efficiency of the SV method. Future work will include extensions to higher orders, non-linear conservation laws such as the Euler and Navier–Stokes equations, and curved boundaries.
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