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The present work has the objective of demonstrating the capabilities of a spectral finite volume scheme implemented in a cell-centered finite volume context for unstructured meshes. The two-dimensional Euler equations are considered to represent the flows of interest. The spatial discretization scheme is developed to achieve high resolution for flow problems governed by hyperbolic conservation laws. Roe’s flux difference splitting method is used as the numerical approximate Riemann solver. Several applications are performed in order to assess the method capability compared to data available in the literature and also compared to an weighted essentially nonoscillatory scheme. There is good agreement with the comparison data, and efficiency improvements over the weighted essentially nonoscillatory method are observed. The features of the present methodology include an implicit time-marching algorithm; second-, third-, and fourth-order spatial resolution; exact high-order domain boundary representation; and a hierarchical moment limiter to treat flow solution discontinuities.

I. Introduction

O VER the past several years, the Computational Aerodynamics Laboratory of Instituto de Aeronáutica e Espaço has been developing computational fluid dynamics (CFD) solvers for two and three-dimensional systems [1,2]. One research area of the development effort is aimed at the implementation of high-order methods suitable for steady and unsteady, subsonic, transonic and supersonic flow problems, i.e., external high-speed aerodynamics. Some flux vector splitting schemes such as the van Leer [3] and Liou AUSM+ schemes [4] are implemented along with Roe’s flux difference splitting scheme [5] and tested for second-order accuracy with a MUSCL reconstruction [6]. However, the nominally second-order schemes presented results with an order of accuracy smaller than the expected in the solutions for unstructured grids [7]. Aside from this fact, it is well known that total-variation-diminishing (TVD) schemes have their order of accuracy reduced to first order in the presence of discontinuities, due to the effect of limiters.

This observation has motivated the group to study and to implement essentially nonoscillatory (ENO) and weighted essentially nonoscillatory (WENO) schemes in the past [8]. However, as the intrinsic reconstruction model of these schemes relies on gathering neighboring cells for polynomial reconstructions for each cell at each time step, both were found to be very demanding on computational resources for resolution orders greater than 3 in 2-D or anything greater than second order in 3-D. This fact motivated the consideration of the spectral finite volume (SFV) method, as proposed in [9–14], as a more efficient alternative. Such method is expected to perform better than ENO and WENO schemes, compared to the overall cost of the simulation, since it differs on the reconstruction model applied and it is extended up to fourth-order accuracy in the present work. Although the expect order of accuracy is obtained for the second-, third-, and fourth-order SFV methods, a significant deterioration in convergence rate to steady state for the fourth-order simulations is observed, especially in the presence of shock waves. Hence, it is expected that such behavior can be overcome by the use of an implicit time-marching algorithm suitable for high-order methods [15]. Furthermore, in order to keep the high-order method competitive with the lower-order methods, a high-order representation of the geometry boundaries is necessary to reduce the total number of mesh elements. Actually, such high-order boundary

Nomenclature

\[ a = \text{speed of sound} \]
\[ C = \text{convective operator} \]
\[ E, F = \text{flux vectors in the (x, y) Cartesian directions} \]
\[ e_t = \text{total energy per unit of volume} \]
\[ f = \text{analytical flux vector} \]
\[ j = \text{numerical flux vector} \]
\[ n = \text{unit normal vector to the face, positive outward} \]
\[ n_f = \text{number of faces/edges} \]
\[ Q = \text{vector of spectral volume conserved properties} \]
\[ q = \text{vector of control volume conserved properties} \]
\[ u, v = \text{velocity components in the (x, y) Cartesian directions} \]
\[ \rho = \text{density} \]

Subscripts

\[ i = \text{ith spectral volume} \]
\[ j = \text{jth control volume} \]
\[ n_b = \text{nbth neighbor} \]
\[ r = \text{rth edge of the mesh} \]

Superscript

\[ n = \text{nth iteration} \]
representation is also important for stability and convergence aspects and it is discussed in the present work.

Another important aspect of a compressible flow solver is the limiter technique employed. The use of limiters is necessary when the flow solution contains discontinuities, in order to remove spurious oscillations that may eventually lead to divergence of the numerical solution. Previous work on limiter implementations for high-order methods [16] was based on problem-dependent parameters to determine which elements need limiting and which can limit too many or too few elements of the solution. In the first case, the order of the method is seriously reduced, and in the second case, divergence can occur. To circumvent this drawback, the present work uses a parameter-free generalized moment limiter [17] along with an ENO based reconstruction, to deal with discontinuities. The new limiter does not require input constants from the user, rendering the code more robust. The original formulation for the limiter was developed for the spectral difference method in [17]. The contribution of the present work was in the extension of the limiter formulation for the SFV method, which represents original work by the authors. The numerical solver is implemented for the solution of the 2-D Euler equations in a cell-centered finite volume context for triangular meshes, with options for explicit and implicit schemes for time integration.

The remainder of the paper is organized as follows. In Sec. II, the theoretical formulation is detailed, including spatial and time integration methods. In Sec. III, the general SFV method reconstruction process is presented. Details are given for linear, quadratic and cubic polynomial reconstructions for triangular mesh elements. Also this Section presents the details of the high-order boundary and limiter formulation. Moreover, a new technique employing exact geometry representation is proposed, which is another contribution of the work. In Sec. IV, numerical results are presented. Conclusions and some remarks are given in Sec. V.

II. Theoretical Formulation

A. Governing Equations

In the present work, the 2-D Euler equations are solved in integral form as

\[ \frac{\partial}{\partial t} \int_V Q \, dV + \int_V (V \cdot P) \, dV = 0 \]  

(1)

where \( P = E_i \hat{i} + F_j \hat{j} \). The application of the divergence theorem to Eq. (1) yields

\[ \frac{\partial}{\partial t} \int_V Q \, dV + \int_S (P \cdot n) \, dS = 0 \]  

(2)

The vector of conserved variables \( Q \) and the convective flux vectors \( E \) and \( F \) are given by

\[
Q = \begin{bmatrix}
\rho \\
\rho u \\
\rho v \\
e_i
\end{bmatrix}, \quad E = \begin{bmatrix}
\rho u \\
\rho u^2 + p \\
\rho uv \\
(e_i + p)u
\end{bmatrix}, \quad F = \begin{bmatrix}
\rho v \\
\rho uv \\
\rho v^2 + p \\
(e_i + p)v
\end{bmatrix}
\]  

(3)

The standard CFD nomenclature is being used here. Hence, \( \rho \) is the density; \( u \) and \( v \) are the Cartesian components in the \( x \) and \( y \) directions, respectively; \( p \) is the pressure; and \( e_i \) is the total energy per unit volume. The system is closed by the equation of state for a perfect gas:

\[ p = (\gamma - 1)[e_i - \frac{1}{2}p(u^2 + v^2)] \]  

(4)

where \( e_i \) is the total energy per unit volume, and the ratio of specific heats \( \gamma \) is set as 1.4 for all computations in this work. In the finite volume context, for stationary meshes, Eq. (2) can be rewritten for the \( i \)th mesh element as

\[ \frac{\partial Q}{\partial t} = -\frac{1}{V_i} \int_S (P \cdot n) \, dS \]  

(5)

where \( Q_i \) is the cell-averaged value of \( Q \) at time \( t \) and \( V_i \) is the volume, or area in 2-D, of the \( i \)th mesh element.

B. Spatial Discretization

The spatial discretization process determines a \( k \)th-order discrete approximation to the integral in the right-hand side of Eq. (5). To solve it numerically, the computational domain \( \Omega \), with proper initial and boundary conditions, is discretized into \( N \) nonoverlapping triangles, the spectral volumes (SVs), such that

\[ \Omega = \bigcup_{i=1}^{N} SV_i \]  

(6)

One should observe that the spectral volumes could be composed by any type of polygon, given that it is possible to decompose its bounding edges into a finite number of line segments \( \Gamma_k \), such that

\[ SV_i = \bigcup \Gamma_k \]  

(7)

In the present paper, however, the authors assume that the computational mesh is always composed of triangular elements. Hence, although the theoretical formulation is presented for the general case, the actual SV partition schemes are only implemented for triangular grids.

For a given order of spatial accuracy using the SFV method, each \( SV_i \) element must be partitioned in

\[ N_m = \frac{k(k + 1)}{2} \]  

(8)

subelements or control volumes (CVs). If one denotes \( CV_{i,j} \) as the \( j \)th control volume of \( SV_i \), the cell-averaged conserved variables \( q \) at time \( t \) for \( CV_{i,j} \) are computed as

\[ q_{i,j} = \frac{1}{V_{i,j}} \int_{CV_{i,j}} q(x, y) \, dV \]  

(9)

where \( V_{i,j} \) is the volume of \( CV_{i,j} \). Once the CV cell-averaged conserved variables are available for all CVs within \( SV_i \), a polynomial, \( p_i(x, y) \in P^{k-1} \), with degree \( k - 1 \), can be reconstructed to approximate each component of the CV conserved variable vector \( q \) inside \( SV_i \), i.e.,

\[ p_i(x, y) = q(x, y) + O(h^{k-1}), \quad (x, y) \in SV_i \]  

(10)

where \( h \) represents the maximum edge length of all CVs within \( SV_i \). The polynomial reconstruction process is discussed in detail in the following section. For now, it is sufficient to say that this high-order reconstruction is used to update the cell-averaged state variables at the next time step for all the CVs within the computational domain.

Note that this polynomial approximation is valid within \( SV_i \).

Integrating Eq. (5) in \( CV_{i,j} \), one can obtain the integral form for the CV mean state variable

\[ \frac{dq_{i,j}}{dt} + \frac{1}{V_{i,j}} \sum_{k=1}^{n_f} \int_{A_k} (f \cdot n) \, dS = 0 \]  

(11)

where \( f = E_i \hat{i} + F_j \hat{j} \), at the CV level, and \( n_f \) is the number of edges of \( CV_{i,j} \).

The boundary integral in Eq. (11) can be further discretized into the convective operator form:

\[ C(q_{i,j}) = \int_S (f \cdot n) \, dS = \sum_{k=1}^{n_f} \int_{A_k} (f \cdot n) \, dS \]  

(12)

where \( n_f \) is the number of faces, or edges in 2-D, of \( CV_{i,j} \), and \( A_k \) represents the area, or the length in 2-D, of the \( k \)th edge of the CV.
Given the fact that \( n \) is constant for each line segment, the integration on the right side of Eq. (12) can be performed numerically with a \( k \)-th order-accurate Gaussian quadrature formula:

\[
\int_S (f \cdot n) \, dS = \sum_{i=1}^{nf} \sum_{q=1}^{nq} w_{q,i} f(q(x_{q,i}, y_{q,i})) \cdot n_{i} A_{i} + O(\Delta t^{h^3})
\]

where \((x_{q,i}, y_{q,i})\) and \( w_{q,i} \) are, respectively, the Gaussian quadrature point coordinates and the weights on the \( r \)-th edge of \( SV_r \), and \( nq = \text{integer} \{k + 1 \}/2 \) is the number of quadrature points required on the \( r \)-th edge. For the second-order schemes, one Gaussian quadrature point is used in the integration. Given the coordinates of the end points of the element edge, \( z_1 \) and \( z_2 \), one can obtain the quadrature point as the middle point of the segment connecting the two end points, \( G_1 = \frac{1}{2}(z_1 + z_2) \). For the third- and fourth-order schemes, two Gaussian points are necessary along each line segment. Their values are given by

\[
G_1 = \frac{\sqrt{3} + 1}{2\sqrt{3}} z_1 + \left(1 - \frac{\sqrt{3} + 1}{2\sqrt{3}}\right) z_2 \quad \text{and} \quad G_2 = \frac{\sqrt{3} + 1}{2\sqrt{3}} z_2 + \left(1 - \frac{\sqrt{3} + 1}{2\sqrt{3}}\right) z_1
\]

(14)

Using the method described above, one can compute values of \( q_{rf} \) for instant \( t \) for each \( CV \). Because of the discontinuity of the reconstructed values of the conserved variables over \( SV \) boundaries, one must use a numerical flux function to approximate the flux values along the cell boundaries. At any moment during the simulation, one can compute the \( SV \)-averaged conserved variable vector, \( \bar{Q} \), for the \( i \)-th spectral volume, as

\[
\bar{Q}_i = \frac{1}{V_i} \sum_{j=1}^{N} q_{i,j} V_{i,j}
\]

(15)

The calculation of the \( SV \)-averaged values is important at the end of the computation in order to analyze the high-order numerical solution at the original grid level. The average is also used to recover the conserved variable vectors for the \( SV \)s, which are required for the limited reconstruction process as discussed in Sec. III.

As previously stated, the flux integration across \( CV \) boundaries that lies on the \( SV \) edges involves two discontinuous states, to the left and to the right of the edge. This flux computation can be carried out using a flux vector splitting procedure or an exact or approximate Riemann solver. The latter procedure is adopted in the present work and the numerical flux can be written as

\[
f(q(x_{q,i}, y_{q,i})) \cdot n = f_{\text{Riemann}}(q_L(x_{q,i}, y_{q,i}), q_R(x_{q,i}, y_{q,i}), n_i)
\]

(16)

where \( q_L \) is the conserved variable vector obtained by the \( p_i \) polynomial applied at the \((x_{q,i}, y_{q,i})\) coordinates and \( q_R \) is the same vector obtained with the \( p_h \) polynomial in the same coordinates of the edge. Note that the \( nb \) subscript represents the element to the right of the edge, whereas the \( i \) subscript denotes the \( CV \) to its left. As the numerical flux integration in the present paper is based on one of the forms of a Riemann solver, this is the mechanism that introduces the upwind and artificial dissipation effects into the method, making it stable and accurate. In the present work, the authors have used the Roe flux difference splitting method [5] to compute the numerical flux, i.e.,

\[
f_{\text{Riemann}} = f_{\text{roe}}(q_L, q_R, n) = \frac{(f(q_L) + f(q_R)) \cdot n}{2} - \frac{1}{2} \hat{B}(q_R - q_L)
\]

(17)

Here, \( \hat{B} \) is the Roe matrix in the direction normal to the edge. The \( B \) matrix in the edge-normal direction is defined as

\[
B = n_x \frac{\partial E}{\partial q} + n_y \frac{\partial F}{\partial q}
\]

(18)

The \( B \) matrix has four real eigenvalues, namely, \( \lambda_1 = \lambda_2 = v_a \), \( \lambda_3 = v_a + a \), \( \lambda_4 = v_a - a \), where \( v_a \) is the velocity component normal to the edge and \( a \) is the speed of sound. Let \( T \) be the matrix composed of the right eigenvectors of \( B \). Then this matrix can be diagonalized as

\[
T^{-1} BT = \Lambda
\]

(19)

where \( \Lambda \) is the diagonal matrix composed of the eigenvalues of \( B \), which can be written as

\[
\Lambda = \text{diag}\{v_a, v_a, v_a + a, v_a - a\}
\]

(20)

The \( \hat{B} \) matrix is formed as

\[
\hat{B} = T^{-1} \Lambda \hat{B} T^{-1}
\]

(21)

where \( \hat{B} \) and \( T \) are calculated as a function of the Roe-averaged properties [5]. Furthermore, \( |\hat{B}| \) uses the magnitude of the eigenvalues.

Finally, one ends up with the semidiscrete SFV scheme for updating the CVs, which can be written as

\[
\frac{dV_{i,j}}{dt} = -\frac{1}{V_i} \sum_{j=1}^{N} \sum_{q=1}^{nq} w_{q,i} f_{\text{Riemann}}(q_L(x_{q,i}, y_{q,i}), q_R(x_{q,i}, y_{q,i}), n_i) A_i
\]

(22)

where the right-hand side of Eq. (22) is the equivalent convective operator, \( C(q_{rf}) \), for the \( j \)-th control volume of \( SV \). It is important to emphasize that some edges of the CVs, resulting from the partition of the SVs, lie inside the SV element in the region where the polynomial is continuous. For such edges, there is no need to compute the numerical flux, as described above. Instead, one uses analytical formulas for the flux computation, i.e., without numerical dissipation.

C. Temporal Discretization

To obtain the steady-state solution of the flow from an initial condition, a relaxation scheme is necessary. The convergence behavior to steady state of high-order methods, such as the SFV method, is generally poor with explicit time-marching approaches. The approach typically used in the present research group has been to resort to implicit multistage Runge–Kutta time-stepping methods. The main advantages of such an approach are that it is easy to implement and the memory requirements are quite modest. The code uses a three-stage TVD Runge–Kutta scheme for explicit time integration [8], i.e.,

\[
q^{(i+1)} = q^i + \Delta t C(q^{i})
\]

\[
q^{(i+2)} = \alpha_1 q^i + \alpha_2 [q^{(i)} + \Delta t C(q^{(i)})]
\]

\[
q^{(i+3)} = \alpha_1 q^i + \alpha_2 [q^{(2)} + \Delta t C(q^{(2)})]
\]

where the \( n \) and \( n + 1 \) superscripts denote, respectively, the values of the properties at the beginning and at the end of the \( n \)-th time step. The \( \alpha \) coefficients are \( \alpha_1 = 3/4 \), \( \alpha_2 = 1/4 \), \( \alpha_3 = 1/3 \), and \( \alpha_4 = 2/3 \). The \( C \) operator represents the discretized convective operator computed as the right-hand side (RHS) of Eq. (22).

However, adequate solution convergence rate, especially for the higher-order implementations, dictate that an implicit time integrator should be employed. Therefore, an implicit LU-SGS scheme is also implemented in the context of the present work. Equation (22) can be rewritten as

\[
V_{i,j} \frac{dq_{i,j}}{dt} = -R_{i,j}
\]

(23)

where \( R_{i,j} \) is the right-hand side residual for the \( j \)-th CV of the \( i \)-th SV and it tends to zero as the simulation converges to a steady-state solution. Using the implicit Euler method for time integration, Eq. (23) can be written in discrete form as

\[
V_{i,j} \frac{\Delta q_{i,j}}{\Delta t} = -R_{i,j}^{n+1}
\]

(24)
where $\Delta t$ is the time increment and $\Delta q^n = q^{n+1} - q^n$. The previous equation can be linearized in time as

$$V_{ij} \frac{\Delta q^n_{ij}}{\Delta t} = -R^n_{ij} - \frac{\partial R^n_i}{\partial q} \Delta q^n_i$$

(25)

The term $\partial R/\partial q$ represents the Jacobian matrix. Writing the equation for all CVs, one obtains the delta form of the backward Euler scheme:

$$A \Delta q = -R$$

(26)

where

$$A = \frac{V}{\Delta t} I + \frac{\partial R^n}{\partial q}$$

(27)

and $I$ is the identity matrix.

To reduce the number of nonzero entries in the Jacobian matrix and to simplify the linearization process, only a first-order representation of the numerical fluxes $f$ is linearized. This results in a graph for the sparse matrix that is identical to the graph of the unstructured mesh. Hence, the Jacobian matrix entries can be computed and stored in a sparse matrix that is identical to the graph of the unstructured mesh.

Therefore, the simplified numerical flux function, which is actually used to form the residual operator $R^n$, which appears in Eq. (27), is defined as

$$f_i(q_i, q_{nb}, n_i) = \frac{1}{2} \left[ f(q_i, n_i) + f(q_{nb}, n_i) - |\lambda|(q_{nb} - q_i) \right]$$

(28)

for the $r$th edge that shares the $i$ and $nb$ control volumes. A scalar dissipation model is used, where

$$|\lambda| = |v_n| + a$$

(29)

One should note that the dissipation in the flux function is approximated by the Jacobian matrix spectral radius. Moreover, one should also observe that the artificial dissipation is included for every edge of the CVs under consideration. In other words, there is no distinction of whether a particular edge is internal to the SV or it is a boundary edge of that SV for the implementation of the implicit operator. Since a significant approximation is already performed by linearizing the implicit operator to first order, the code to distinguish between internal and external faces on the left-hand side would hamper the vectorized characteristic of this simplified numerical flux.

Furthermore, such a database structure would make the implementation particular to the SFV scheme. The simplified numerical flux function is used to obtain the left-hand side Jacobian matrices. Hence, the linearization of Eqs. (27) and (28) yields

$$\frac{\partial R_i}{\partial q_i} = \frac{1}{2} J(q_i) + |\lambda| I \quad \frac{\partial R_i}{\partial q_{nb}} = \frac{1}{2} J(q_{nb}) - |\lambda| I$$

(30)

where $J$ is the Jacobian of the inviscid flux vectors in the direction normal to the edge.

Using an edge-based data structure, the Jacobian matrix is stored in lower, upper, and diagonal components, which are computed as

$$L = \frac{1}{2} J(q_{nb}, n_i) - |\lambda| I \quad U = \frac{1}{2} J(q_{nb}, n_i) - |\lambda| I$$

$$D = \frac{V}{\Delta t} I + \sum_{nb} \frac{1}{2} J(q_i, n_i) + |\lambda| I$$

(31)

Note that $L$, $U$, and $D$ represent the strict lower, upper, and diagonal matrices, respectively. Equation (26) represents a system of linear simultaneous algebraic equations that needs to be solved at each time step. The iterative LU-SGS solution method is employed, along with a mesh renumbering algorithm [18], and the system is solved in two steps, a forward and backward sweep:

$$(D + L)\Delta q = R \quad (D + U)\Delta q = D\Delta q$$

(32)

This time-marching algorithm can be used independently of the spatial discretization scheme and, in fact, it is also applied with the WENO scheme to compare the CPU time with that of the SFV scheme. It should be observed, however, that a fourth-order SFV scheme, for example, requires a cubic polynomial reconstruction and, hence, each SV element must be partitioned into 10 CVs, rendering the actual computational mesh 10 times larger than the original SV grid. Such a fact must be considered on the choice of the implicit algorithm. For the scope of the present work though, which consists of a 2-D inviscid formulation, and the problems here considered, the implicit scheme memory requirement is acceptable and its formulation is easy to implement. Moreover, such an approach is not specific for a particular spatial discretization scheme, as previously discussed, which is important for the comparison studies carried out in the present work.

### III. Numerical Formulation

#### A. General Formulation

The evaluation of the conserved variables at the quadrature points is necessary in order to perform the flux integration over the mesh element faces. These evaluations can be achieved by reconstructing conserved variables in terms of some base functions using the degrees of freedom within a SV. The present work has carried out such reconstructions using polynomial base functions, although one can choose any linearly independent set of functions. Let $P_m$ denote the space of $m$th degree polynomials in two dimensions. Then the minimum dimension of the approximation space that allows $P_m$ to be complete is

$$N_m = \frac{(m + 1)(m + 2)}{2}$$

(33)

To reconstruct $q$ in $P_m$, it is necessary to partition the SV into $N_m$ nonoverlapping CVs, such that

$$SV_i = \bigcup_{j=1}^{N_m} CV_{ij}$$

(34)

The reconstruction problem, for a given continuous function in $SV_i$ and a suitable partition, can be stated as finding $p_m \in P_m$ such that

$$\int_{CV_{ij}} p_m(x, y) dS = \int_{SV_i} q(x, y) dS$$

(35)

With a complete polynomial basis, $e_i(x, y) \in P_m$, it is possible to satisfy Eq. (35). Hence, $p_m$ can be expressed as

$$p_m = \sum_{i=1}^{N_m} b_i e_i(x, y)$$

(36)

where $e$ is the base function vector, $[e_1, \ldots, e_{N_m}]$, and $b$ is the reconstruction coefficient vector, $[b_1, \ldots, b_{N_m}]^T$. The substitution of Eq. (36) into Eq. (35) yields

$$\frac{1}{V_{SV_i}} \sum_{i=1}^{N_m} b_i \int_{CV_{ij}} e_i(x, y) dS = q_{ij}$$

(37)

If $q$ denotes the $[q_{ij}, \ldots, q_{ij}]^T$ column vector, Eq. (37) can be rewritten in matrix form as

$$Sb = q$$

(38)

where the $S$ reconstruction matrix is given by

$$S = \begin{bmatrix}
\frac{1}{V_{SV_1}} \int_{CV_{11}} e_1(x, y) dS & \cdots & \frac{1}{V_{SV_1}} \int_{CV_{1N_m}} e_{N_m}(x, y) dS \\
\vdots & \ddots & \vdots \\
\frac{1}{V_{SV_{N_m}}} \int_{CV_{N_m1}} e_1(x, y) dS & \cdots & \frac{1}{V_{SV_{N_m}}} \int_{CV_{N_mN_m}} e_{N_m}(x, y) dS
\end{bmatrix}$$

(39)
and then the reconstruction coefficients \( b \) can be obtained as
\[
b = S^{-1} q
\] (40)
provided that \( S \) is nonsingular. Substituting Eq. (40) into Eq. (36), \( p_m \) is then expressed in terms of shape functions \( L = [L_1, \ldots, L_N] \), defined as \( L = eS^{-1} \), such that one could write
\[
p_m = \sum_{j=1}^{N} L_j(x, y) q_{ij} = Lq
\] (41)

Equation (41) gives the value of the conserved state variable, \( q \), at any point within the SV and its boundaries, including the quadrature points, \((x_{eq}, y_{eq})\). Note that \( q \) in the equation takes the form as a column vector, as presented in Eq. (38). The above equation can be interpreted as an interpolation of a property at a point using a set of cell-averaged values and the respective weights, which are set equal to the corresponding cardinal base value evaluated at that point.

Once the polynomial base functions \( e_i \) are chosen, the \( L \) shape functions are uniquely defined by the partition of the spectral volume. The shape and partition of the SV can be arbitrary, as long as the \( S \) matrix is nonsingular. The major advantage of the SFV method is that the reconstruction process does not need to be carried out for every mesh element \( SV \). Once the SV partition is defined, the same partition can be applied to all mesh elements and it results in the same reconstruction matrix. That is, the shape functions at similar points over different SVs have the same values. One can compute these coefficients as a preprocessing step and they do not change along the simulation. This single reconstruction is carried out only once for a standard element, for instance, an equilateral triangle, and it can be read by the numerical solver as input. This is a major difference when compared to \( k \)-exact methods, or ENO and WENO schemes, for which every mesh element has a different reconstruction stencil at every time step. Clearly, the SFV is more efficient in this step.

Recently, several partitions for both 2-D and 3-D SFV reconstructions were studied and refined \([12,19]\). For the present work, the partition schemes are presented in the following sections. Moreover, the polynomial base functions for the linear, quadratic and cubic reconstructions are listed in Table 1. For more details regarding partition quality and stability analysis the interested reader is referred to \([16,20]\).

### B. Linear Reconstruction

For the linear SFV method reconstruction, \( m = 1 \), one needs to partition a SV into three subelements, as in Eq. (33), and use the appropriate base vector as defined in Table 1. The partition scheme is given for a standard element and it is uniquely defined for this case. The structured aspect of the CVs within the SVs is used to determine neighborhood information and generate the global connectivity data considering a hash table search algorithm \([21]\).

The linear partition is presented in Fig. 1a. It yields a total of seven points, nine edges (six are external edges and three are internal edges), and nine quadrature points. The linear polynomial for the SFV method depends only on the base functions and on the partition shape. The integrals of the reconstruction matrix in Eq. (39) are obtained analytically for the triangular mesh elements \([22]\). The shape functions, as defined in Eq. (41), are calculated and stored in memory for the quadrature points \((x_{eq}, y_{eq})\) of the standard element. There is one quadrature point located at the middle of the every CV edge. Moreover, such shape functions have the exact same value for the corresponding quadratures points of any other SV of the mesh, provided they all have the same partition.

### C. Quadratic Reconstruction

For the quadratic reconstruction, \( m = 2 \), one needs to partition a SV into six subelements and use the base vector as defined in the second line of Table 1. The partition scheme is also given in this work for an equilateral triangle. The nodes of the partition are obtained in terms of barycentric coordinates of the SV element nodes in the same manner as the linear partition. The structured aspect of the CVs within the SVs is used to determine neighborhood information and generate the connectivity table. The ghost-creation process and edge-based data structure is the same as for the linear reconstruction case.

The partition used in the present work follows the orientations given in \([20]\) and it is shown in Fig. 1b. It has a total of 13 points, 18 edges (nine external edges and nine internal edges), and 36 quadrature points. In this case, two quadrature points are required per CV edge for numerical flux integration. The shape functions, in the sense of Eq. (41), are obtained as in the linear partition. The reader should note that in this case, the base functions have six terms that shall be integrated. Again, these terms are obtained exactly \([22]\) and kept in memory.

### D. Cubic Reconstruction

For the cubic reconstruction, \( m = 3 \), one needs to partition a SV into 10 subelements and to use the base vector as defined in Table 1. The ghost-creation process and edge-based data structure is the same as for the linear and quadratic reconstruction cases. As a matter of fact, the same algorithm used to perform these tasks can be applied to higher-order reconstructions. The partition used in this work is the improved cubic partition \([20]\), presented in Fig. 1c, and it has a total of 21 points, 30 edges (12 external and 18 internal edges), and 60 quadrature points. The shape functions, in the sense of Eq. (41), are obtained as in the linear partition in a preprocessing step. As with the quadratic reconstruction, each CV edge has two quadrature points for numerical flux integration.

### E. High-Order Boundary Representation

An advantage of high-order methods is that fewer unknowns are required to achieve a given level of accuracy than with lower-order methods. Therefore, the computational grids used in high-order simulations can be considered coarse when compared to those in second-order simulations. In second-order CFD simulations, all curved boundaries are represented with line segments or planar facets, since such representation is compatible with the linear interpolations used in second-order flow solvers. To minimize the solution errors produced by this “crude” approximation of curved boundaries, many elements may be required to simply preserve the geometry with a reasonable accuracy. If this crude geometric representation is used in high-order simulations, unnecessarily fine grids may be required near curved boundaries to represent the boundary with high fidelity. Obviously, this practice can waste significant computational resources. A much more desirable approach is to represent curved boundaries with higher-order polynomials compatible with the order of the reconstruction. For example, quadratic or cubic polynomials should be used to approximate boundaries in third- and fourth-order SFV schemes, which employ quadratic and cubic polynomials to represent the solution variables.

Following the usual practice in high-order finite element method \([23]\), isoparametric SVs can be used to map SVs with curved boundaries into standard SVs. Hence, one can assume that a

<table>
<thead>
<tr>
<th>Reconstruction order</th>
<th>( e )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linear</td>
<td>( [1 \ x \ y] )</td>
</tr>
<tr>
<td>Quadratic</td>
<td>( [1 \ x \ y \ x^2 \ xy \ y^2] )</td>
</tr>
<tr>
<td>Cubic</td>
<td>( [1 \ x \ y \ x^2 \ xy \ y^2] )</td>
</tr>
</tbody>
</table>

Fig. 1 Triangular spectral volume partitions for a) linear, b) quadratic, and c) cubic reconstructions.
one-to-one transformation exists between a general SV in the physical space, \((x, y)\), and the standard triangle in the computational domain, \((\xi, \eta)\); i.e.,
\[
\xi = \xi(x, y) \quad \eta = \eta(x, y)
\] (42)

The partition of the SV is performed in the standard triangle, and the partition in the physical domain is the result of the inverse transformation from the computational domain back to the physical domain. Therefore, a necessary condition for a valid transformation is that the inverse transformation exists. The degrees of freedom for the general SV are the CV-averaged state variables in the physical domain:
\[
q_{i,j} = \frac{\int_{CV_{i,j}} q(x, y) \, dx \, dy}{\int_{CV_{i,j}} \, dx \, dy} = \frac{\int_{D} q(\xi, \eta) |J| \, d\xi \, d\eta}{\int_{D} |J| \, d\xi \, d\eta}
\] (43)

where \(J\) is the Jacobian matrix of the transformation, i.e., \(J = \partial(x, y)/\partial(\xi, \eta)\). The reconstruction problem can be stated as constructing a \((k-1)\)-degree polynomial, \(p_i(\xi, \eta)\), in the computational domain, given the CV-averaged state variables in all the CVs of a SV, such that
\[
\int_{D} p_i(\xi, \eta) |J| \, d\xi \, d\eta = q_{i,j} \int_{D} |J| \, d\xi \, d\eta
\] (44)

Given a basis set and a valid transformation, the reconstruction problem can be solved either analytically or numerically to obtain the reconstruction coefficients. However, different curved SVs have different reconstruction coefficients. Therefore, it is necessary to store these coefficients for SVs with curved boundaries. Since the number of curved SVs is expected to be small, when compared to the total number of SVs in any simulation, the memory cost for storing these coefficients is also small.

Geometry information is necessary in order to correctly position the nodes of the high-order SV element. The authors have chosen to use exact geometry data instead of approximate data to represent all these coefficients. The number of curved SVs is expected to be small, when compared to the amount of data that needs to be stored.

**F. Limited Reconstruction**

For the Euler equations, it is necessary to limit some reconstructed properties at flux integration points in order to maintain stability and convergence of the simulation, if the flow solution contains discontinuities. The present limiter technique involves two stages. First, the solver must find and mark “troubled cells,” which are limited in the second stage. For the detection and limiting process, the limiter employs a Taylor series expansion for the reconstruction [25] with regard to the cell-averaged derivatives. The troubled cells are then limited in a hierarchical manner, i.e., from the highest-order derivative to the lowest-order derivative. If the highest derivative is not limited, the original polynomial is preserved and so is the order of the method at the element level. This limiter technique is capable of suppressing spurious oscillations near solution discontinuities without loss of accuracy at local extrema in smooth regions. Originally, this limiter methodology was developed for the spectral difference method in [17]. In the present work, the formulation is extended for the SFV method. The extension here reported applies some ideas from previous work on ENO and WENO schemes [8] in the calculation of the limited properties. It should be emphasized that there are other approaches that implement a similar hierarchical moment limiter formulation for the SFV scheme [26], but with slight differences, in comparison to the present approach, on the calculation of the derivatives for the limited reconstruction.

Several markers (or sensors) were developed and employed for unstructured meshes over the past decades. For an in-depth review, the interested reader is referred to [27]. The limiter marker used in the present work is termed accuracy-preserving TVD marker [17]. One important aspect is that the troubled-cell and limited properties are inherent to the SV element, and not to the CVs in which the flux calculations are performed. Once the SV element is confirmed as a troubled cell, its polynomial, based on CV cell-averaged variables, can no longer be used in any flux integration point, because the property function is no longer smooth within such an SV. Hence, it is of utmost importance to limit as few SVs as possible. To that end, the marker is designed to first check for the flux integration points in each SV and mark those that do not satisfy the monotonicity criterion. However, if an extremum is smooth, the first derivative of the solution, at such a point, should be locally monotonic. Hence, on a second moment and using derivative information, as described in the forthcoming discussion, the limiter sensor unmarks those SVs at local extrema that were unnecessarily marked as troubled cells. Therefore, for instance, for a quadratic reconstruction, the limiting process can be summarized in the following stages:

1) For a given spectral volume \(SV_i\), compute the minimum and maximum cell averages using a local stencil that includes its immediate face neighbors, i.e.,

\[
Q_{\min,i} = \min(Q_r, \min_{1 \leq c < y} Q_r) \quad Q_{\max,i} = \max(Q_r, \max_{1 \leq c < y} Q_r)
\] (45)

2) The \(i\)th cell is considered as a possible troubled cell if

\[
p_i(x_{rq}, y_{rq}) > 1.001 Q_{\max,i} \quad \text{or} \quad p_i(x_{rq}, y_{rq}) < 0.999 Q_{\min,i}
\] (46)

The 1.001 and 0.999 constants are not problem-dependent. They are simply used to overcome machine error, when comparing two real numbers, and to avoid the trivial case of when the solution is constant in the neighborhood of the spectral volume considered. This step is performed in order to check the monotonicity criterion.

3) Since the previous steps may flag more SVs than strictly necessary, the next operations attempt to unmark SVs in smooth regions of the flow. Hence, for a given marked spectral volume, a minmod TVD function is applied to verify whether the cell-averaged second derivative is bounded by an estimate of the second derivative obtained using cell-averaged first derivatives of the neighboring spectral volumes. Such test is performed as

a) If the unit vector in the direction connecting the centroids of the \(i\)th and \(nb\)th cells is denoted \(\mathbf{l} = \mathbf{i} + \mathbf{j}\), where \(\mathbf{i} \mathbf{b}\) indicates the face-neighbor of a marked SV\(_i\), the second derivative in such a direction is defined as

\[
Q_{ll,i} = Q_{li,l} + 2Q_{ll;i} + Q_{yy,l}^2
\] (47)

b) In a similar fashion, the first derivatives in the same \(l\) direction, for both \(i\)th and \(nb\)th cells, can be computed as

\[
Q_{ll,i} = Q_{li,l} + Q_{iy,l}, \quad Q_{ll,nb} = Q_{li,nb} + Q_{iy,nb}
\] (48)

c) Another estimate of the second derivative, in the \(l\) direction, can be obtained as

\[
Q_{ll,i} - Q_{ll,nb}
\]

\[
\left| \mathbf{r}_l - \mathbf{r}_{nb} \right|
\] (49)

where \(\mathbf{r}\) is the centroid coordinate vector;

d) A scalar limiter for this face is computed according to

\[
\phi_{l,nb}^{(2)} = \min \left( 1, \frac{Q_{ll,i} - Q_{ll,nb}}{Q_{ll,i}} \right)
\] (50)

e) The process is repeated for the other faces of \(SV_i\), and the scalar limiter for the SV is the minimum among those computed for the faces, i.e.,

\[
\phi_{l,nb}^{(2)} = \min_{l, l'}(\phi_{l,nb}^{(2)})
\] (51)

f) If \(\phi_{l}^{(2)} = 1\), the second derivatives are bounded, as previously defined, and, hence, \(SV_i\) is actually in a smooth region of the flow. Therefore, \(SV_i\) is unmarked.

4) If the previous test is not satisfied, this means that the particular \(SV_i\) spectral volume should indeed be limited. In this case, the limiter for the first derivative reconstruction must also be computed. The
calculation procedure follows the same approach as for the second derivatives, and it can be summarized as follows:

a) An estimate of the first derivative in the $I$ direction is calculated as

$$\tilde{Q}_{I,i} = \frac{Q_{ab} - Q_i}{|r_i - r_{ab}|}$$

(52)

b) Such estimate is compared to the cell-average first derivative in the $I$ direction, computed according to Eq. (48), in order to obtain the scalar limiter for the face as

$$\phi_{I,ab}^{(1)} = \min \left(1, \frac{\tilde{Q}_{I,i}}{Q_{I,i}}\right)$$

(53)

c) As before, the scalar limiter for the cell is the minimum of those limiters computed for the faces, i.e.,

$$\phi_I^{(1)} = \min_{ab}(\phi_{I,ab}^{(1)})$$

(54)

The cell-averaged derivatives for the $ith$ cell, necessary to perform the above calculations, are obtained by solving a quadratic least-squares reconstruction problem, for a third-order scheme, or a cubic least-squares reconstruction problem, for a fourth-order scheme. For the quadratic reconstruction presented here, one would impose the mean conservation constraint in the first row of the least-squares system and solve the following linear system:

$$\begin{bmatrix}
M_{i,0}\mid_{x_{01}} & M_{i,0}\mid_{x_{02}} & M_{i,0}\mid_{x_{03}} & M_{i,0}\mid_{x_{04}} \\
M_{i,1}\mid_{x_{11}} & M_{i,1}\mid_{x_{12}} & M_{i,1}\mid_{x_{13}} & M_{i,1}\mid_{x_{14}} \\
M_{i,2}\mid_{x_{21}} & M_{i,2}\mid_{x_{22}} & M_{i,2}\mid_{x_{23}} & M_{i,2}\mid_{x_{24}} \\
M_{i,3}\mid_{x_{31}} & M_{i,3}\mid_{x_{32}} & M_{i,3}\mid_{x_{33}} & M_{i,3}\mid_{x_{34}} \\
M_{i,4}\mid_{x_{41}} & M_{i,4}\mid_{x_{42}} & M_{i,4}\mid_{x_{43}} & M_{i,4}\mid_{x_{44}} \\
M_{i,5}\mid_{x_{51}} & M_{i,5}\mid_{x_{52}} & M_{i,5}\mid_{x_{53}} & M_{i,5}\mid_{x_{54}} \\
\end{bmatrix}
\begin{bmatrix}
Q_i \\
Q_{x_i} \\
Q_{y_i} \\
Q_{x_{01}} \\
Q_{x_{02}} \\
Q_{x_{03}} \\
Q_{x_{04}} \\
\end{bmatrix} = \begin{bmatrix}
Q_{ab} - Q_i \\
Q_{x_{02}} - Q_{x_{01}} \\
Q_{x_{03}} - Q_{x_{01}} \\
Q_{x_{04}} - Q_{x_{01}} \\
Q_{x_{05}} - Q_{x_{01}} \\
\end{bmatrix}$$

(55)

The matrix terms are the SV area moments and can be computed, up to the desired order of accuracy, by numerical integration as

$$M_{i,0}\mid_{x_{01}} = \int_{SV} (x_{01} - x)^0(y_{01} - y)^0 \, dV$$

(56)

The SV area moments are computed during an initial stage of the numerical solver and kept in memory for efficiency. The $nb1$ to $nb5$ subscripts represent the neighbors of $SV_i$ that form the computational mesh that is used in all residuals here.

The computational mesh is used in all residuals here.

The limited reconstruction is based on primitive variables $\{p, u, v, \rho\}$, instead of conserved variables, as suggested in [28]. Once these properties are available from the limited reconstruction, the vector of conserved variables is easily obtained to resume the numerical flux integration.

IV. Results

The results presented here attempt to validate both the implementation of the data structure, temporal integration, numerical stability and resolution of the SFV method. The overall performance of the method is compared with that of a third-order WENO scheme implementation, employing an oscillation indicator proposed by Jiang and Shu [29], with the modification of Friedrich [30]. The Roe numerical flux is also used with the WENO scheme. Moreover, the geometric coefficients for the WENO reconstructions are computed in a preprocessing step and kept in memory during the computation. For more details on the WENO scheme formulation used, the interested reader is referred to the work in [8].

For the results here reported, density is dimensionless with respect to the freestream condition and pressure is made dimensionless with respect to the freestream density times the freestream speed of sound squared. For the steady case simulations, the Courant–Friedrichs–Lewy (CFL) number is set as a constant value and the local time step is computed using the local grid spacing and characteristic speeds. For all test cases, the CFL number is set to 10$^{-5}$.

All numerical simulations are carried out on a dual-core 1.6 GHz PC Intel64 architecture, with Linux OS. The code is written in FORTRAN 95 language and the Intel FORTRAN compiler with optimization flags are used. For the performance comparisons that are presented in this section, all residuals are normalized by the first iteration residue. Moreover, the $L_2$ norm is used in all residuals here reported, except when explicitly noted otherwise.

A. Wedge Flow

The first test case is the computation of the supersonic flowfield past a wedge with half-angle $\theta = 15\,^\circ$. The computational mesh has 2409 nodes and 4613 volumes. Numerical pressure contours obtained with the third-order SFV method are shown in Fig. 2. For comparison purposes, the third-order SFV and WENO methods are used for this simulation. The leading edge of the wedge is located at coordinates $(x, y) = (0, 0)$. The computational domain is bounded along the bottom by the symmetry plane of the wedge and the wedge surface. The inflow boundary is located at $x = -0.5$. The outflow boundary is placed at $x = 1.0$. The far-field boundary is placed at $y = 1.0$, in order to guarantee that it is located above the oblique shock. The analytical solution [31,32] gives the change in properties across the oblique shock as a function of the freestream Mach number and shock angle, which is obtained from the $\theta$–$\beta$–Mach relation. For this case, a freestream Mach number of $M = 2.5$ is used, and the oblique shock angle $\beta$ is obtained as 36.94 deg. For the present simulations, the limiter is turned on, and only elements in the shock wave region are marked for limited reconstruction, as one can observe in Fig. 3. This figure shows, in solid black, the spectral volumes in which the limiter is active for pressure reconstruction in the converged solution for the present test case.

The numerical solution of the SFV method is in good agreement with the analytical result for this case, as observed in Table 2, which presents the analytical and numerical ratio of properties before (subscript 1) and after (subscript 2) the oblique shock wave. The

$P_i^{\text{limited}}(x_{01}, y_{01}) = Q_i + \phi_i^{(1)}\left[\frac{1}{\beta_i} (Q_i \beta_i + Q_i M_i)\right]$

$+ \phi_i^{(2)}\left[\frac{1}{\beta_i} (\frac{1}{2} Q_i \beta_i + Q_i M_i + \frac{1}{2} Q_i M_i^2)\right]$
numerical results reported in Table 2 are obtained by performing some averaging of the computational results right after the shock in the interior of the domain. The third-order results are compared in Fig. 4, in terms of Mach number distribution, with the analytical values. Note that the SFV scheme is the one that better approximates the jump in Mach number at the leading edge.

It should be observed that the computational results shown in Fig. 4 are slightly different than those reported on Table 2 because these are results at the wedge surface whereas the computed value of 1.88 for $M_2$ is obtained in the interior of the domain, as noted. The data in Fig. 4 indicates that the SFV method yields results that are slightly better than those calculated by the WENO scheme, especially downstream of the shock wave. Moreover, the SFV method is much less expensive than the WENO calculation, for the same test case, as indicated in Figs. 5a and 5b. It should be further emphasized that the third-order SFV method achieved a residual drop of 12 orders of magnitude, whereas the WENO method stalled convergence after the first few hundred iterations, even with the use of an implicit time integration. One should note that the calculation with the SFV method has 6 times more CVs than the WENO calculation has control volumes, for the same mesh. Therefore, the results highlight the improved computational efficiency achieved by the SFV approach. On the other hand, such a result should not be a surprise, because a third-order WENO scheme on a triangular grid has to perform the reconstruction for a large number of possible computational molecules for each cell at every time step with the current implementation.

### B. Ringleb Flow

The Ringleb flow simulation consists of an internal flow, which has an analytical solution for the Euler equations derived with the hodograph transformation [33]. The analytical solution is used as initial condition for all simulations here discussed. The flow depends on the inverse of the stream function, $k$, and the velocity magnitude, $v_i$. In the present simulations, these parameters are chosen as $k = 0.4$ and $v_i = 0.35$ to define the inlet and outlet boundaries. For such a configuration, the test case represents an irrotational and isentropic flow around a symmetric blunt obstacle. An interesting property of the Ringleb test case is that transition of flow regime, from subsonic to supersonic, for example, is shockless [34]. To measure the order of the implemented SFV method, four meshes are considered for the mesh refinement study, corresponding to 128, 512, 2048, and 8192 spectral volume elements. The analytical solution is computed for all meshes in order to measure how close the numerical results are to the exact solution. The error with respect to the analytical solution is computed using the $L_1$ and $L_\infty$ norms of the density. Figure 6 shows the $2048$-element grid and the Mach number contours computed in this grid with the fourth-order SFV method, using the corresponding high-order boundary representation.

It should be pointed out that the same numerical test case was studied in [16], considering only the linear boundary representation. It was observed in that effort that the low-order boundary treatment causes a shock wave to develop close to the inner boundary, which then makes the limiter active. Eventually, the shock wave propagates and it causes the simulation to diverge. In the present work, however, which considers the higher-order boundary representation, reasonable results are always obtained for this test case, including the simulations with the fourth-order SFV method. As previously discussed, for the third-order scheme, a quadratic polynomial is used to represent the SV edges that lie along the geometry boundaries. In a similar fashion, for the fourth-order scheme, a cubic polynomial is employed instead, which is compatible with the internal polynomial order of each SV. Table 3 presents the $L_1$ and $L_\infty$ error norms of the density for the present calculations with the high-order boundary representation. The table also shows the actual measured order of accuracy for the third- and fourth-order SFV methods. The orders of

<table>
<thead>
<tr>
<th>Property</th>
<th>Analytical</th>
<th>Numerical</th>
</tr>
</thead>
<tbody>
<tr>
<td>$M_2$</td>
<td>1.8735</td>
<td>1.88</td>
</tr>
<tr>
<td>$p_2/p_1$</td>
<td>1.8663</td>
<td>1.87</td>
</tr>
<tr>
<td>$p_2/p_1$</td>
<td>2.4675</td>
<td>2.47</td>
</tr>
<tr>
<td>$T_2/T_1$</td>
<td>1.3218</td>
<td>1.32</td>
</tr>
</tbody>
</table>

Fig. 2 Supersonic wedge flow pressure contours for the third-order SFV method.

Fig. 3 Marked SVs for pressure-limiting considering a third-order SFV simulation of the supersonic wedge flow.

Fig. 4 Analytical and numerical supersonic wedge flow Mach number distributions.
accuracy in the results shown in Table 3 are calculated as indicated in [34]. The actual orders of accuracy here obtained are in good agreement with those shown in the cited reference.

C. RAE 2822 Flow

The transonic flow over a RAE 2822 airfoil with 2.31 deg. angle of attack and freestream Mach number $M_\infty = 0.729$ is also considered. To evaluate the present implementation against computations performed with a WENO scheme [8], two different simulations are performed for this test case. Initially, a simulation with a second-order WENO scheme is performed on a standard finite volume mesh that uses linear boundary representation. The mesh for such a calculation has 16,383 nodes and 32,399 elements, of which 340 elements lie on the airfoil surface, as necessary to properly describe the airfoil geometry, especially on the leading edge. This mesh is shown in Fig. 7. The second simulation is carried out for the third-order SFV method with quadratic boundary representation. The approach does not require a very fine mesh, as in the first test case, because the geometry definition file is directly available to the solver. Moreover, only the edges of SVs that are on the airfoil surface are mapped and stored for high-order boundary computation. As discussed, only the boundary spectral volumes with high-order curved edges need a special treatment and require the additional storage. Spectral volumes in the interior of the domain are always treated through the use of the standard partition scheme. The coarse mesh, used for this second test case, has 2,700 nodes and 5,265 elements, and it is shown in Fig. 8. This mesh has only 85 spectral volume elements along the airfoil surface. It should be noted, however, that although the coarse mesh has much fewer elements, the computation is actually carried over on 31,590 CV elements for the third-order SFV method. Therefore, the two test cases are comparable.

The present test cases evidence the large benefit of using a high-order method for spatial discretization. The ability to obtain an equivalent numerical solution with much less stringent mesh requirements than would be necessary to standard second-order methods is an important advantage. The numerical $C_p$ results for the two test cases are presented in Fig. 9, together with the corresponding experimental data [35]. The numerical solution of the SFV method is in overall good agreement with the experimental data and with the calculations from the WENO scheme with the finer mesh, as shown in Fig. 9. Clearly, the experimental data shows a smoothed transonic shock, due to shock-wave/boundary-layer interaction, which is an important phenomenon for such supercritical airfoils. The present computations cannot reproduce such physics, since the Euler equations are used. Furthermore, Fig. 10 presents the $L_2$ norm of the density residues as a function of the number of iterations and of the actual wall-clock time. Such results indicate that the third-order SFV

![Fig. 6 Ringleb flow mesh and Mach number contour results for fourth-order SFV method.](image)

![Fig. 7 Fine mesh used for second-order WENO computation.](image)

### Table 3 Accuracy assessment of SFV method for the Ringleb flow test case

<table>
<thead>
<tr>
<th>Mesh elements</th>
<th>$L_1$ error</th>
<th>$L_\infty$ error</th>
<th>$L_\infty$ order</th>
<th>$L_\infty$ error</th>
<th>$L_\infty$ order</th>
</tr>
</thead>
<tbody>
<tr>
<td>128</td>
<td>2.41E-02</td>
<td>2.14E-01</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>512</td>
<td>4.14E-03</td>
<td>2.54</td>
<td>2.45E-02</td>
<td>3.13</td>
<td></td>
</tr>
<tr>
<td>2048</td>
<td>6.27E-04</td>
<td>2.72</td>
<td>3.13E-03</td>
<td>2.97</td>
<td></td>
</tr>
<tr>
<td>8192</td>
<td>8.67E-05</td>
<td>2.85</td>
<td>3.60E-04</td>
<td>3.12</td>
<td></td>
</tr>
<tr>
<td>128</td>
<td>5.77E-04</td>
<td>6.11E-03</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>512</td>
<td>6.48E-05</td>
<td>3.16</td>
<td>4.52E-04</td>
<td>3.76</td>
<td></td>
</tr>
<tr>
<td>2048</td>
<td>6.15E-06</td>
<td>3.39</td>
<td>5.68E-05</td>
<td>2.99</td>
<td></td>
</tr>
<tr>
<td>8192</td>
<td>6.87E-07</td>
<td>3.16</td>
<td>5.62E-06</td>
<td>3.33</td>
<td></td>
</tr>
</tbody>
</table>

![Fig. 5 Convergence history for wedge flow with implicit third-order SFV and WENO schemes.](image)
method, with proper boundary treatment, outperforms the second-order simulation, especially in terms of the number of iterations. It should be emphasized, however, that although the residues in the WENO calculations do not drop to machine zero, the solution indeed converges. It is clear that one would typically feel more comfortable with residue histories that go to machine zero, as the present SFV method calculations. One should further observe that the comparison in terms of wall-clock time indicates that the computational costs for the two simulations are actually comparable. In this particular case, the added cost in the third-order SFV method calculation comes about due to the need of limited reconstructions around the shock wave and the additional operations associated with high-order boundary flux integrations. Nevertheless, the comparison here considers a second-order WENO scheme and a third-order SFV scheme. If such a comparison had considered third-order schemes in both cases, previous experience [16] indicates that the SFV method would easily outperform the WENO calculation even in terms of wall-clock time.

The limiter ability to mark only those SV elements strictly along the discontinuity is another important aspect explored by the present test case. The limited SVs in the final iteration, for the solution with the third-order SFV method, are identified (in solid black) in Fig. 11. One can observe from this figure that the marked SVs only correspond to those in the numerical shock wave structure, as previously discussed in the present paper. The process of identifying SVs that need limiting and of actually performing the reconstruction of limited properties can have a significant impact on the computational cost of the simulation. For some test cases, such procedures can double the computational time per iteration. For instance, for every limited SV and considering a third-order accuracy SFV scheme, there are 36 numerical flux calculations at quadrature points that must be reevaluated with the limited properties and using the appropriate (approximate) Riemann solver. Such additional calculations already represent almost twice the computational cost for a nonlimited SV, because only 18 numerical flux evaluations are required per SV in the standard (nonlimited) application of the third-order SFV method. Therefore, by the present limiter implementation, only a few SV elements are actually limited during the computation, rendering the method competitive. Moreover, the limiter implementation here discussed is free from user-dependent input parameters, which is always a good feature for a robust flow solver.

The entropy error along the airfoil surface for both numerical results is shown in Fig. 12. The solution for the airfoil lower surface has very small entropy errors. On the upper surface, however, one can observe that the high-order boundary, third-order SFV method solution still has very small entropy errors, but the second-order WENO solution already indicates a much higher level of entropy. The presence of the shock wave can be clearly identified by the sharp increase in the entropy errors for both solutions. Entropy values observed in Fig. 12 for the second-order WENO scheme are relatively close to those observed in the literature, for instance, in [36]. This reference presents entropy contours for a fully subsonic flow over a NACA 0012 airfoil, computed with second- and fourth-order spatial resolutions. As discussed, entropy error levels for the second-order solution in the present case are similar to those seen in [36]. For the third-order SFV scheme, however, there is no direct comparison with the cited reference, but it seems that the present results are giving entropy error levels slightly higher than the literature. It is possible that the entropy error behavior in the present case is related to the smoothness of the grids used. The literature, considering for instance [34,36], seems to use meshes that are
The test cases addressed in the present work have indicated that the present SFV method implementation is able to accurately predict the flowfields of interest. In particular, the transonic airfoil simulation is representative of the actual flow features present in the relevant applications. In this test case, all three features previously indicated have been brought to bear in the calculations and they have indeed yielded the expected behavior to the method. The techniques added to the present implementation have resolved the problems the authors experienced in the past with high-order methods, mainly due to the implicit time-marching algorithm and reduction of the mesh elements count, due to the high-order boundary representation, as shown in the RAE 2822 test case.
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